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The length of the rice panicle determines the number of grains it can hold, and consequently rice yield; it
is therefore one of the most important traits assessed in yield-related research. However, the conven-
tional method of measuring panicle length is still a manual process that is inconsistent, subjective and
slow. In this study, a novel prototype, dubbed ‘‘Smart-PL’’, was developed for the automatic measurement
of rice panicle length based on dual-camera imaging. Cameras with a long-focus lens and a short-focus
lens were utilized to capture both a detailed image and a complete image of the rice panicle, respectively.
Specific image processing algorithms were exploited, to analyze the neck image for neck identification
and the whole-panicle image for path extraction. Subsequently, co-registration was used to identify
the neck location in the whole-panicle image, and a resampling method was used to search for the path
points between the panicle neck and the tip. Finally, the panicle length was calculated as the sum of the
distances between each adjacent path point. To evaluate the accuracy of this prototype, six batches of rice
panicles were tested. The results showed that the mean absolute percentage error (MAPE) for the system
was about 1.23%, and the automatic measurements had a good agreement with manual measurements,
regardless of panicle type. To evaluate the efficiency of this prototype, 3108 panicle samples were tested
under continuous-measurement conditions, and the measuring efficiency was approximately 900 pani-
cles per hour, 6 times over manual method. In conclusion, the system automatically extracts panicle
length while providing three advantages over the manual method: objectiveness, high efficiency and high
consistency.

� 2013 Elsevier B.V. All rights reserved.
1. Introduction

Rice is the staple food for approximately half of the world’s pop-
ulation (Zhu et al., 2011; Joen et al., 2011). The yield of rice is there-
fore vital to human survival. From an agronomic perspective, the
length of the rice panicle is a major determinant of the number
of grains per panicle (Cheng et al., 2007; Kobayasi et al., 2002),
which in turn directly determines rice yield (Xing and Zhang,
2010). Consequently, panicle length is a key trait in rice research,
such as drought stress research and genetic factor identification,
on controlling its traits (Liu et al., 2010; Kato et al., 2009).

Rice panicle length, defined as the length from the panicle neck
to the apex (Xiao et al., 1998), is generally measured at the matu-
rity stage. The panicle neck, which has a cyclic structure, is treated
as the dividing point between the stem and the panicle. The man-
ual method of measuring panicle length includes 3 steps: identify-
ing the neck of the rice panicle, straightening the panicle, and
measuring the panicle length. Hundreds of new cultivars, produced
daily by modern rice breeding methods, need to be evaluated using
panicle phenotyping (Bagge and Lubberstedt, 2008). However, the
conventional method of measuring panicle length is still manual,
which is time-consuming and subjective. Therefore, it is impera-
tive to develop an efficient technology to measure panicle length
for rice plant evaluation.

Agriphotonics has been widely used in plant phenotyping re-
search, such as in high-throughput measurements for rice tillers
(Yang et al., 2011) and in rapid discrimination and counting of
filled/unfilled rice spikelets (Duan et al., 2011). However, little
work has been reported on the development of automatic panicle
length measurement technology. Scanalyzer 3D Plant Phenotyping,
a system developed by LemnaTec Corporation, can estimate rice

http://crossmark.crossref.org/dialog/?doi=10.1016/j.compag.2013.08.006&domain=pdf
http://dx.doi.org/10.1016/j.compag.2013.08.006
mailto:qianliu@mail.hust.edu.cn
http://dx.doi.org/10.1016/j.compag.2013.08.006
http://www.sciencedirect.com/science/journal/01681699
http://www.elsevier.com/locate/compag


C. Huang et al. / Computers and Electronics in Agriculture 98 (2013) 158–165 159
panicle length in vivohttp://www.lemnatec.com/sites/default/files/
application-sheets/2009/12/24/18_LemnaTec_RiceScanalyzer_3D.pdf.

(http://www.lemnatec.com/sites/default/files/application-sheets/
2009/12/24/18_LemnaTec_RiceScanalyzer_3D.pdf), however few
details are made public and panicle neck cannot be recognized in
the system. Software developed by Ikeda et al. (2010) was able
to extract panicle length from scanned photographic images of
spread-out panicles (Ikeda et al., 2010). To acquire the images,
the panicles were glued in a single layer on a clear sheet and then
scanned with a transmission scanner. However, with the compli-
cated preprocessing and low-efficient imaging mode, panicle im-
age acquisition was time-consuming and thus was not suitable
for high-throughput measurements. Therefore, development of a
system for the automatic measurement of panicle length, with
high throughput and high precision, would be valuable for rice
breeding.

To accurately measure rice panicle length, it is critical to iden-
tify the panicle neck, which is difficult because of the minor differ-
ences between the neck and the stem. To identify the neck, high-
resolution imaging is needed, but, with most cameras, increasing
spatial resolution reduces the field of view (FOV) (Wyant and Sch-
mit, 1998). Theoretically, a camera with a sufficient array size can
provide both high spatial resolution and a large FOV. However,
large image sizes would lead to long image-processing times. In
addition, high-resolution cameras are too expensive for wide-
spread use. Dual-camera imaging, which can be used to acquire
two specific images with different valuable information, is a com-
mon imaging modality widely used in the detection of poultry car-
casses in food (Chao et al., 2002), the row detection of paddy rice
seedling in agriculture (Kaizu and Imou, 2008), small animal imag-
ing and medicine (Yang et al., 2010; Jung et al., 2009). This method
can provide both high spatial resolution for panicle neck identifica-
tion and (via a different lens) a large enough FOV to image the
whole panicle. Given its measuring efficiency and relatively low
hardware cost, dual-camera imaging was preferred for the current
work.

The objective of this study is to develop an automatic system
calledSmart-PL for high-throughput, high-precision and low-cost
measurement of rice panicle length, and finally provided a practi-
cal tool for rice breeding. To achieve it, dual camera imaging meth-
od was demonstrated, and the specific image processing
algorithms for neck identification, path extraction and panicle
length extraction were proposed in the study.
Fig. 1. Rice pani
2. Materials and method

2.1. Materials

The panicle samples used in this paper are shown in Fig. 1. The
rice varieties of Huageng 295 and Zhonghua 11 were utilized,
which had significant morphological differences. Besides, the fresh
harvested rice panicle and sun-dried panicle were both tested, be-
cause the span of measurement period is actually long and there is
obvious color difference between them. In addition, panicle sam-
ples with neck cut off were used to test path extraction, and spe-
cialized panicle samples were measured to evaluate neck
identification.

2.2. System description

2.2.1. Rice panicle length measuring system
The prototype of Smart-PL system is shown in Fig. 2b. The sys-

tem consisted of two conventional white fluorescent tubes, a
charge-coupled device (CCD) camera (DH-SV1410FC, Daheng Cor-
poration, China) equipped with a long-focus lens (Computer Cor-
poration, Japan), a CCD camera (DH-SV1410FC, Daheng
Corporation, China) equipped with a short-focus lens (Computer
Corporation, Japan), a sample presentation platform, a photoelec-
tric switch, a programmable logic controller (PLC, CP1H-Y20DT-
D, Omron, Japan), a computer workstation (HPZ600, Hewlett–Pack-
ard, USA), and a chamber. Two white fluorescent tubes were em-
ployed to provide uniform illumination. The whole-imaging
devices were placed in the chamber, and an interface on the cham-
ber was designed for manual operation.

To enhance the contrast of the image and clearly show the
spread of the rice panicles, the sample presentation platform
(Fig. 2c) was blackened and installed at an angle. In the middle
of the platform, there was a groove to hold the panicles in place.
The cameras were set on a panel parallel to the sample presenta-
tion platform. To ensure that the panicle neck was in the field of
view, the camera with the long-focus lens (detailed camera) was
placed close to the operation interface. To obtain an image of the
entire panicle, the camera with the short-focus lens (whole-field
camera) was located above the center of the sample presentation
platform. The photoelectric switch in Fig. 2a was connected to
the PLC for the detections of putting panicle in and panicle re-
cle samples.
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Fig. 2. Smart-PL system: (a) the prototype of the system, (b) the details of the imaging device, and (c) the sample presentation platform.

Fig. 3. Neck images with four focus lens: 35 mm, 25 mm, 16 mm, 8 mm; the white
rectangles indicated the magnified neck region by 5 times and the white
arrowheads pointed necks.
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moval, and the PLC communicated with the workstation to trigger
the image acquisition.

2.2.2. Dual-camera imaging unit
The camera in the system has different spatial resolution and

FOV with different focus lens and their main features are listed
in Table 1. The neck images with different focus lens are shown
in Fig. 3. To provide enough spatial resolution for neck imaging, a
35 mm lens was therefore installed in the detailed camera, and a
16 mm lens was mounted in the whole-field camera to offer suffi-
cient FOV (Maximum length 370 mm) for whole panicle imaging.

2.3. System control

The software for the workstation was developed by LabVIEW
8.6 (National Instruments, USA) and Visual Studio (Microsoft,
USA). In the software, the automatic observation and resulting im-
age for each panicle were displayed and stored systematically
according to a corresponding barcode. In addition, the PLC was pro-
grammed by CX-Programmer 7.3 (Omron, Japan).

The system control flowchart included the following steps. (1)
The photoelectric switch makes an effective response as a panicle
is placed onto the sample presentation platform. (2) At the falling
edge of the photoelectric switch’s effective response, the PLC in-
forms the imaging system to capture a whole-panicle image and
a neck image. (3) After image acquisition, the images are processed
with computer vision algorithms in order to determine panicle
length. (4) The results, including observations and images, are dis-
played and stored. (5) When the panicle is removed manually, the
Table 1
Main characteristics of the camera with different focus lens.

Characteristic Camera with 35 mm lens Camera with

Sensor CCD, 2/3 in.
Array size 1392 � 1040
Spatial resolution per pixel 0.122 mm � 0.122 mm 0.170 mm � 0
Field of view 169 mm � 126 mm 236 mm � 17
Pixel size 6.45 lm � 6.45 lm
Maximum frame rate 15 Frames per second
A/D resolution (bit) 12
Power consumption 3.0 w and 12 v
photoelectric switch makes an ineffective response, pending the
next panicle measurement. The effectiveness of the photoelectric
switch response is controlled and determined by the PLC.

According to the control procedure, the system generally
worked with five steps: putting panicle in, image acquisition, im-
age processing, results storage, and taking panicle out. And the
time costs for each step were indicated by Ti, Ta, Tp, Tr and To

respectively. Therefore, the time taken to extract the length of each
panicle can be represented by the following equation:

T ¼ Ti þ Ta þ Tp þ Tr þ To ð1Þ
25 mm lens Camera with 16 mm lens Camera with 8 mm lens

.170 mm 0.266 mm � 0.266 mm 0.533 mm � 0.533 mm
6 mm 370 mm � 277 mm 739 mm � 551 mm
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2.4. Image process

The whole-field camera captured the whole panicle image
(Fig. 4a), and the detailed camera captured the neck image
(Fig. 4d). The processing procedure for the whole panicle image
mainly involved image segmentation (Fig. 4b) and path extraction
(Fig. 4c). Accordingly, the processing procedure for the neck image
primarily entailed image segmentation (Fig. 4e) and neck identifi-
cation (Fig. 4f). Then, co-registration and resampling algorithms
were applied for panicle-length extraction (Fig. 4g). And the details
of these procedures were presented below.

All the image-processing algorithms were developed in Lab-
VIEW 8.6, except for the algorithms of path extraction and neck
identification, which were programmed in the C language and
compiled into a dynamic-link library (dll) for LabVIEW calling.
2.4.1. Path extraction
The analysis procedure for the whole panicle image is shown in

Fig. 5A. Firstly, the region of interest (ROI) in the panicle image was
extracted (Fig. 5Aa). During image segmentation, background sub-
traction and green channel extraction were implemented to ac-
quire a gray image. Then, an automatic threshold calculated by
Otsu method (Otsu, 1979), was used to separate the panicle from
the background (Fig. 5Ab). To optimize the skeleton extracted in
path extraction, operations to fill holes and remove small objects
were adopted for image simplification and noise reduction
(Fig. 5Ac).

After image segmentation, path extraction was achieved as fol-
lows: (1) a subfield-based parallel thinning algorithm (Nemeth and
Palagyi, 2011) was used to extract the panicle skeleton (Fig. 5Ad),
and (2) a maximum path extraction algorithm to obtain the main
path (Fig. 5Ae) was applied, following the steps described in detail.
Step 1: Finding all the endpoints (points with only one foreground
point in an 8-point neighborhood) and taking the point at the bot-
tom as the starting point. Step 2: Choosing a discretionary end-
point. Step 3: Calculating the connected pixel number from the
starting point to the chosen endpoint as the path length. Step 4:
Returning to step 2 until all the endpoints are used to obtain all
the path lengths. Step 5: Obtaining the maximum path and remov-
ing the other branches.
2.4.2. Neck identification
The neck image was processed following the procedure de-

picted in Fig. 5B. In the preprocessing, the neck image (Fig. 5Ba) re-
moved the background as shown in Fig. 5Bb. Then, The ROI
extraction and green channel extraction was implemented to ob-
tain a gray image (Fig. 5Bc).

After that, neck identification was achieved as follows. First of
all, the stem (Fig. 5Bd) was separated from the spikelets by the
Fig. 4. The image processing procedure in the Smart-PL system; Arrowheads indicate
width difference. Secondly, to locate the neck approximately, the
stem was divided into several sections (Fig. 5Ca) by stem width
(Sw), which was calculated by Eq. (2). And the normalized gray
change of each section was figured out as the steps: (1) Computing
the average gray value of the foreground pixels in each section. (2)
Obtaining the average gray change between each adjacent section.
(3) Normalizing the gray change by dividing the maximum absolute
value. And the final result was shown as Fig. 5Cb. Then, the contin-
uous sections from the minimum difference region to the maximum
difference region were regarded as the approximate neck region
and marked with red color (Fig. 5Be). At last, the foreground pixels
of the marked region were calculated for a threshold value by Otsu
method (Otsu, 1979), and the threshold value was adopted to iden-
tify the neck with white color (Fig. 5Bf).

Sw ¼ 1
N

XN

i¼1

wi ð2Þ

where wi indicates the foreground pixel number in each row of the
stem. And N indicates the line number in the stem.

2.4.3. Panicle length extraction
The panicle length extraction was carried out, following the

procedure in Fig. 5D. As described above, the neck image
(Fig. 5Da) was analyzed to indentify the neck (Fig. 5Db) and the
mean ordinate of pixels in neck region with white color was calcu-
lated as the neck position (in the red line). Meanwhile, the whole
panicle image (Fig. 5Dc) was processed to extract the maximum
path (Fig. 5Dd). After that, the panicle length was extracted with
co-registration, resampling, and panicle length computation. And
the details were described below.

Prior to the experiment, the neck image and the whole panicle
image were co-registered in two steps. (1) In the FOV of each camera,
8 coins (with a diameter of 25 mm) used as markers, were placed at
different positions and the center ordinates of each coin were ac-
quired. (2) Using the two sets of ordinates obtained in the first step,
the spatial relationship of the ordinates between the neck image and
the whole panicle image was calculated with least squares fitting, as
shown by Eq. (3). And the parameters a, b were computed by Eq. (4),
which were 0.43 and 742.6 respectively in this system.

Yw ¼ ceilðaYd þ bÞ ð3Þ

where Yw and Yd are the corresponding ordinates in the whole pan-
icle image and the neck image, respectively. The function ceil(x) re-
turned the value of a number rounded down to the nearest integer.

a ¼
Pn

i¼1
ðydi�y
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dÞðy
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wÞPn

i¼1
ðydi�y
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dÞ
2
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*
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d
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ð4Þ
d the panicle neck and the red dotted rectangles denoted the region of interest.



Fig. 5. Details of the image processing procedure: (A) the whole panicle image processing, (B) the neck image processing; Arrowhead indicated the panicle neck with white
color and the red rectangle denoted the region of interest, (C) approximate neck region identification; n indicated the total section number, and (D) the panicle length
extraction; the red line indicated the neck ordinate and the red points represented the panicle length path. (For interpretation of the references to colour in this figure legend,
the reader is referred to the web version of this article.)
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where ywi and ydi are the corresponding ordinates of each coin cen-
ter in the whole panicle image and the neck image, respectively. n
indicates coins number, which are eight in the research. And the
parameters y

*

w
; y
*

d
are the mean ordinates.

Hence, given the neck position in the neck image, the ordinate
of the neck in the whole panicle image can be calculated with
Eqs. (3) and (4). And the neck position was indicated in the red line
(Fig. 5De).

To avoid the zig-zags in the extracted path, resampling was car-
ried out as the following procedures: (1) Dividing the extracted
path (from neck to tip) into several pieces at proper sampling inter-
val. (2) Computing the mean coordinate of the points in each piece
as the path points. (3) Adding the neck point and tip point into the
path points (Fig. 5Df). Consequently, the point set were used to
represent the panicle length path. Additionally, the path points
were merged with the binary image of whole panicle and the result
was exhibited in Fig. 5Dg.

Assuming that the extracted point set was (xi, yi), the panicle
length value denoted by PL was computed by the following
equation:

PL ¼ R
XN

i¼2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðxi � xi�1Þ2 þ ðyi � yi�1Þ

2
q

ð5Þ

where R is the spatial resolution per pixel of the camera with the
16 mm lens (0.266 mm/pixel in this system).
3. Results and discussion

In general, the measurement errors of the system are caused by
the operations for whole panicle image and neck image. To evalu-
ate the whole panicle image analysis accuracy of the system, pan-
icle samples with neck cut off were measured. To evaluate the neck
identification accuracy of the system, neck positions in the neck
image acquired by system identification and human eyes inspec-
tion were compared. Besides, the varieties of Huageng 295 and
Zhonghua 11 which had significant morphological differences
were tested, to evaluate the adaptability of different varieties.
Moreover, the fresh harvested panicles and sun-dried panicles
were both measured, since the span of measurement period was
actually long and there was obvious difference in color.

Compared with the automatic measurement in the system,
manual measurements were performed by three skilled workers,
as the following procedure: identifying the neck of the rice panicle,
straightening the panicle, and measuring the panicle length. And
the mean measuring result was calculated as ground truth. To val-
idate the system measuring accuracy, the root mean squared error
(RMSE) defined by Eq. (6) and the mean absolute percentage error
(MAPE) defined by Eq. (7) for the panicle length measurement
were computed respectively.

In addition, a large number of panicle samples were alsotested
under the condition of continuous measurement, and the time
costs of manual measurement and automatic measurement were
compared to test the system’s efficiency. Meanwhile, the measur-
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ing accuracy was also evaluated to test the reliability and stability
of the Smart-PL system.
RMSE ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
n

Xn

i¼1

ðxai � xmiÞ2
vuut ð6Þ
MAPE ¼ 1
n

XN

i¼1

jxai � xmij
xmi

ð7Þ
where xai represents an automatically measured value by the sys-
tem and xmi represents a manually measured value.
3.1. Whole panicle image analysis accuracy

To evaluate the whole panicle image analysis accuracy, 100 ran-
domly-selected panicle samples with neck cut off were used to
eliminate the measuring error caused by neck identification. And
the whole panicle image analysis included following procedures:
skeleton acquisition, maximum path extraction, resampling and
panicle length calculation. Since resampling was carried out to re-
move the zig-zags in path extraction and proper resampling inter-
val would be necessary, various resampling intervals were
therefore tested in this system.

To evaluate the analysis accuracy of whole panicle image, 100
panicle samples with neck cut off were tested and manual mea-
surement was taken as the ground truth. The distributions of abso-
lute percentage errors (APE) for different resampling intervals are
shown in Fig. 6. The results demonstrated that 30 pixels was a
proper sampling interval, and this interval value was adopted in
the following measurement. If the sampling interval was too small,
the MAPE increased significantly because of many zig-zags in the
panicle path. On the contrary, if the sampling interval was too
big, the MAPE was increased because of the insufficient fitting of
the panicle path. And the results of whole image analysis evalua-
tion at the optimal resampling interval are shown in Table 2. From
the results, the MAPE and RMSE for the whole image analysis were
approximately 0.39% and 1.19 mm respectively. And the squared
correlation coefficient (R2) was 0.99. Therefore, it is demonstrated
that path points by path extraction and proper resampling as
shown in Fig. 5Dg, were able to represent the panicle’s curving
path well.
Fig. 6. Whole image analysis evaluation: APE distribution for different resampling
intervals.
3.2. Neck identification accuracy

To evaluate the accuracy of neck identification, 100 randomly-
selected panicle samples were utilized to identify neck position
by both image analysis and human eyes. And the ordinates of neck
position in the neck image (red line, as shown in Fig. 5Db) were re-
corded and compared. Automatic measurement was conducted
with stem extraction, approximate neck region identification, neck
segmentation and neck position computation. Meanwhile the
manual measurement was performed by three skilled workers;
they marked the neck ordinate in the neck image individually
and the mean observation was taken as the ground truth.

The evaluation result of neck identification was shown in Ta-
ble 2, and the absolute error distribution was exhibited in Fig. 7.
From the results, the maximum error was 20 pixels, most of errors
were less than 10 pixels, and the RMSE for neck identification was
about 7.3 pixels, which meant 0.89 mm. therefore the results dem-
onstrated that this neck identification method was reliable and the
system could recognize the panicle neck with high accuracy.

3.3. System measuring accuracy

Panicles samples of Zhonghua 11 and Huageng 295, which had
big morphologic difference, were used. Besides, both fresh samples
and sun-dried samples, which had obvious color difference, were
tested. Therefore, four batches of rice panicles including 100 fresh
panicles from Huageng 295, 100 sun-dried panicles from Huageng
295, 100 fresh panicles from Zhonghua 11, and 100 sun-dried pan-
icles from Zhonghua 11, were measured to evaluate the system’s
measuring accuracy. And PL results measured by the system and
manual method (as previously mentioned) were compared.

The evaluation results of the system measurement for the above
panicle samples was shown in Table 2. And the results shown that
MAPE and RMSE results were respectively 0.92% and 2.24 mm for
the fresh panicles from Huageng 295, 0.96% and 3.22 mm for the
fresh panicles from Zhonghua 11, 1.34% and 3.20 mm for the
sun-dried panicles from Huageng 295, and 1.69% and 5.14 mm
for the sun-dried panicles from Zhonghua 11.

The results proved that automatic measurements had an excel-
lent agreement with manual measurements and it was concluded
that the Smart-PL system generally performed with high accuracy,
an average MAPE of 1.23%. From the results, the measuring accu-
racy for the sun-dried panicles was with a little decrease, because
the sun-dried panicle samples had a relatively low contrast be-
tween stem and neck, and it would decrease the precision for neck
identification. Meanwhile the results also shown that the measur-
ing accuracy for Zhonghua 11 was lower than Huageng 295, be-
cause Zhonghua 11 (as shown in Fig. 1d) was bent more and had
more complicated panicle type than Huageng 295 (as shown in
Fig. 1b), which would increase the difficulty of image processing
for path extraction. But the results also proved that the system
had a good performance for these panicle types in general. Finally,
the Smart-PL system demonstrated to be a high-precision way to
measure panicle length, regardless of the panicle type.

3.4. System stability and measuring efficiency

To evaluate the system’s efficiency, 3108 randomly selected
panicle samples were tested under continuous-measurement con-
ditions, and the measurement result was shown in Table 2. The
MAPE and RMSE for the measurements was 1.86% and 6.43 respec-
tively. The results demonstrated that the Smart-PL system had a
good performance in stability and reliability.

The Smart-PL system worked including 5 steps as described in
Section 2.3 and measurement time for each panicle was calculated
by Eq. (1). Accordingly, the manual measurement for each panicle



Table 2
The results of the system evaluation.

Measurement Panicle samples Panicle number R2 MAPE (%) RMSE (mm)

Whole image analysis evaluation Panicles with neck cut off 100 0.99 0.39 1.19
Neck identification evaluation Randomly-selected 100 0.99 0.89
System measurement evaluation Fresh Huageng 295 100 0.97 0.92 2.24

Sun-dried Huageng 295 100 0.95 0.96 3.22
Fresh Zhonghua 11 100 0.98 1.34 3.20
Sun-dried Zhonghua 11 100 0.96 1.69 5.14

Continuous measurement evaluation Randomly-selected 3108 0.98 1.86 6.43

Fig. 7. The absolute error distribution for neck identification.

164 C. Huang et al. / Computers and Electronics in Agriculture 98 (2013) 158–165
was performed with following procedure: identifying the neck of
the rice panicle, straightening the panicle, measuring the panicle
length, recording the result, and the measurement time for each
panicle is the sum of time cost of the above procedures. All the
measurement was performed continuously, meanwhile the time
costs of manual measurement and automatic measurement were
both recorded. It took approximately three and one-half hours to
measure the 3108 panicle samples using the system; i.e., the sys-
tem efficiency was approximately 900 panicles per hour. By con-
trast, it took nearly 3 working days for a skilled worker to
complete the measurements manually. Thus, the system was al-
most 6 times as efficient as the manual method.

The experimental results indicated that it took about 4 s for the
system to measure a panicle. Generally, it took approximately 1 s
to place the panicle and 2 s to take it out and begin the next mea-
surement. The panicle length was extracted in approximately 1 s
on a workstation configured with a 2.3 GHz main frequency, 3 GB
of memory, and 4 CPU cores. Image acquisition and result storage
required less than 0.1 s. Therefore, the manual operation of the sys-
tem (placing the panicle and taking the panicle out) was still time-
consuming, which accounted for approximately three quarter of
the measurement time of the system. Moreover, manual operation
of the system was tedious in the continuous-measurement mode.
To improve them, an automatic panicle transport platform might
be incorporated in the practical promotion.
4. Discussion

Rice panicle length is one of the most important yield-related
traits, defined as the length from the panicle neck to the apex (Xiao
et al., 1998). However the traditional method for panicle length
measurement is still manual, which is subjective and slow. And
there were few efforts to develop the automatic panicle length
measuring technique. LemnaTec Corporation developed a Plant
Phenotyping system, which can estimate rice panicle length
in vivo, but the neck cannot be recognized. To achieve it, dual cam-
era imaging were demonstrated, and the high-resolution image
were provided for neck identification. Meanwhile the specific algo-
rithms for neck identification were proposed, and the results
proved that it had a good performance. Ikeda developed software
to extract panicle length from scanned photographic images of
spread-out panicles (Ikeda et al., 2010), however few details about
the software were revealed and the image acquisition was time-
consuming. To improve it, charge-coupled device (CCD) camera
was adopted, and specific algorithms for panicle length extraction
were developed. Moreover the whole processes of image acquisi-
tion, image analysis, and data storage are integrated and per-
formed automatically. The results demonstrated that the
measuring efficiency was approximately 900 panicles per hour.
Therefore this study demonstrated a novel prototype forhigh-
throughput, high-precision and low-cost measurement of rice pan-
icle length., which was able to be applied in the practical
measurement.
5. Conclusion

This paper describes a new prototype, called ‘‘Smart-PL’’ for the
efficient and automatic measurement of rice panicle length. Dual-
camera imaging was employed to provide a neck image for neck
identification and a whole-panicle image for path extraction.
Equipped with dedicated software for system control and image
analysis, the Smart-PL system was able to identify panicle neck
accurately and finally extract panicle length with high accuracy,
regardless of panicle type. Therefore this system could be applied
in rice breeding for panicle trait evaluation, providing reliability
and high efficiency. The system is a new application of agricultural
photonics, the objective of which is to improve breeding by using
various imaging technologies (Finkel, 2009). In conclusion, the
Smart-PL system provides a novel tool for rice yield-related
research.
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